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Supervisionado: Linear/Logistic Regression,KNN, SVM
(linear/RBF), Decision Tree / Random Forest, Gradient
Boosting (XGBoost/LightGBM/CatBoost), Naive Bayes
(Gaussian/Multinomial), LDA/QDA

Nao supervisionado: k-Means, GMM (EM), Hierarchical,

Arquiteturas base: CNNs (LeNet, ResNet, EfficientNet),
DBSCAN/HDBSCAN, PCA, t-SNE/UMAP

RNNs (LSTM, GRU, Seqg2Seq), Transformers (BERT, ViT),
GNNs (GCN, GAT)

MACHINE LEARNING

Semi-supervisionado

Semi-supervisionado: Label Propagation/Spreading,
Pseudo-Label

Generativos: Autoencoders DAE & VAE, GANs (DCGAN,
ycleGAN,  StyleGAN), Diffusion  (DDPM,  Stable
Diffusion/Latent), Normalizing Flows (RealNVP, Glow)

Nao supervisionado

Reforgo classico: Q-Learning, SARSA, Bandits (e-greedy,
UCB)

Supervisionado
Reforco classico

Aprendizado avancgado: Self-supervised (SimCLR, MAE),
Deep RL (DQN, PPQO, SAC)

GENERATIVE Al

GANSs (StyleGAN) Agentes

VAEs

LLMs/Transformers .
Normalizing Flows
Code Generation

Diffusion (Stable Diffusion)

RAG (retrieval-augmented)
Tool Use / Function Calling

Text-to-Image, Image Captioning
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_INZ. ‘//// Text-to-Audio/Music, TTS (Tacotron/FastSpeech)

ASR (Conformer), Speech-to-Speech
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B DR RUFUSWEAVER 1888 |

HARRIET COLE

O sistema nervoso de Harriet Cole € um famoso preparo
anatomico feito em 1888 pelo professor Rufus B. Weaver,
gue retirou e preservou todo o sistema nervoso humano
cérebro, medula e nervos em uma unica peca. O trabalho
serviu como importante material de estudo em anatomia
e neurologia por mostrar toda a rede nervosa de forma
completa. Acredita-se que o corpo era de Harriet Cole,
uma mulher negra que trabalhava no hospital, mas ha
duvidas se ela realmente doou seu corpo.
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ESTUDO DO CEREBRO

EEG / MEG

registram atividade elétrica/magnética em milissegundos;
Otima resolucao temporal, baixa resolucao espacial.

FMRI (RESSONANCIA FUNCIONAL)

mede mudancas hemodinamicas (fluxo sanguineo) com
boa resolucao espacial (mm) mas lenta (segundos).

IEEG / ECOG / ELETRODOS IMPLANTADOS

registros invasivos com excelente resolucao temporal e
espacial; usados em pacientes (ex: monitoramento de
epilepsia).

BCI E DECODIFICAGAO (IA APLICADA)

modelos recentes conseguem ler sinais mais complexos
(ex: fala interna), mas ainda sao limitados e com fortes
implicacoes eticas.
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NEURONIOS HUMANOS

A neurocientista Suzana Herculano-Houzel desenvolveu um
metodo inovador chamado isotropic fractionator para contar o
numero total de neurdnios no cerebro humano de forma
direta e precisa.

Ela dissolveu amostras de tecido cerebral em uma solucao que
rompe as membranas das células, liberando os nucleos
celulares. Em seguida, usou marcadores fluorescentes para
distinguir os neurdnios das demais celulas (como as gliais).
Essa contagem foi feita em amostras de diferentes regioes
cerebrais, e os resultados foram extrapolados para o cerebro
inteiro.

O estudo concluiu que o cérebro humano adulto possui em
media = 86 bilndes de neurdnios e cerca de 85 bilhdes de
células nao neuronais, uma proporcao quase 1:1 corrigindo a
antiga crenca de que havia 100 bilh6es de neurdnios e 10x
mais células gliais.




PROBLEMAS DE RUIDOS E LIMITACAO

As sinapses “pontos de comunicacao entre os neurdnios” ndo funcionam de
maneira perfeitamente confiavel. Pequenas falhas elétricas e quimicas geram
ruido sinaptico, criando incerteza na transmissao das informacdes. Essa
variabilidade imp&e um limite biologico a escalabilidade das redes neurais do
cérebro: adicionar mais neurdnios e conexdes além de um ponto otimo pode, em
vez de melhorar o aprendizado, prejudicar o desempenho, pois o ruido acumulado
reduz a precisao dos sinais.Segundo a pesquisa “Fundamental bounds on learning
performance in neural circuits” demonstram que existe um equilibrio delicado
entre complexidade e estabilidade neural.

Alem disso, o cerebro humano enfrenta Ilimitacbes cognitivas naturais,
especialmente na memaoria de trabalho nossa capacidade de manter e manipular
informacgOes temporariamente. Estudos, como “Neural Substrates of Cognitive
Capacity Limitations” (PMC), indicam que conseguimos reter cerca de quatro itens
simultaneamente, restricdo associada a atividade no cortex pre-frontal. Essa
limitacao explica por que nossa atencao e raciocinio tém um alcance finito,
evidenciando que, apesar de altamente eficiente, o cerebro € um sistema com
recursos limitados e sujeito a ruido interno.
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ESTRUTURA DO NEURONIO HUMANO

Nucleo celular

Corpo
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ESTRUTURA DA REDE NEURAL BIOLOGICA
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NEURONIO E FUNCAO DE ATIVACAO
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NEURONIO E REDE NEURAL ARTIFICIAL

NEURONIO REDE NEURAL
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ESTRUTURA DA REDE NEURAL ARTIFICIAL
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APRENDIZADO DA REDE NEURAL ARTIFICIAL
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TEMPERATURA

A temperatura € um controle de aleatoriedade usado na geracao
de texto por IA. O modelo calcula probabilidades para as
proximas palavras e a temperatura ajusta quao “ousadas” serao
as escolhas: com temperatura baixa (=0,2-0,6), a distribuicao fica
mais “afiada”, privilegiando op¢bes muito provaveis o resultado
tende a ser previsivel e consistente. Com temperatura media
(=0,7-1,0), ha equilibrio entre coeréncia e variedade. Ja
temperaturas altas (>1,0) “achatam” a distribuicao, aumentando a
chance de opc¢bes menos provaveis o0 texto pode soar mais
criativo, mas também corre maior risco de ficar incoerente.
Softmax(logits / temperatura) = maior a temperatura = mais
exploracao.

TEMP 0.3 — “MARIO”
TEMP 0.8 — “MARILO"” / “JORIEL”
TEMP 1.2 — “ZAIRUX"
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CRIATIVIDADE HUMANA

A criatividade emerge de circuitos corticais que combinam
memoria (hipocampo e areas associativas), planejamento e
controle (cortex pre-frontal) e selecao de acdes (ganglios da
base), modulados por dopamina, noradrenalina e outros.
Pela plasticidade sinaptica (ex: LTP/LTD), o cérebro reforca
conexdes Uteis e inibe vias menos relevantes, alternando
rapidamente entre explorar combinacdes novas e refinar as
mais promissoras gerando solucdes originais com base na
experiéncia.

PLASTICIDADE

RECOMBINACAO

EXPLORACAO
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POR QUE ?

PLASTICIDADE

No cérebro, conexfes sinapticas mudam com a experiéncia
(LTP/LTD); nas IAs, os “pesos” ajustam com o aprendizado. Em
ambos, aprender = mudar conexdes.

RECOMBINACAO

‘neurdnios (especialmente em areas associativas e hipocampo)
combinam memodrias e tracos em arranjos ineditos; modelos
generativos recombinam padrdes do treino (tokens/latentes) para
criar saidas novas.

. " o sistema dopaminérgico modula o equilibrio explorar x explotar
(arriscar ideias vs. repetir estratégias), em |A, hiperparametros e
estratégias (temperatura, top-k, €-greedy) controlam o quanto o
modelo arrisca escolhas menos provaveis.
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1+1=7

ARITMETICA DE PEANO

Axiomas/ definicdes basicas:
e 0 € um numero.
e Se n € numero, entao S(n) “o sucessor de n”
também é.

e Definimos 7 =5(0) e 2 =5(1) = 5(5(0)).

e Definimos a adi¢ao por recursao:
Na+0=a
2) a+ S(b) = S(a+b)

Provade 1+ 1=2
1+1 = 5(0) +5(0)

=S(5(0)+0) “pela regra 2, com a=5(0),b=0"
=5(5(0)) “pela regra 1”
=5(5(0))

=2
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1+1=7

TEORIA DOS CONJUNTOS

Construcao de von Neumann:
e 0=0
e sucessor: S(n) =n U {n}
e ENtdo 1 =5(00) ={0} 2=5(1) ={D,{D}}
Define-se + por recursao (teorema da recursao):
e g+t0=a
e g +S(b) =S(a+b)
Calculo de 1+1
1+71=1+5(0)
=S(1+0)
=5(1)
=1 U{1}
={Q U{O}}
={Q{D}}
=2
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